STOR 455 - Class 19 – Testing a subset of predictors

library(readr)  
library(leaps)  
  
Pulse <- read\_csv("https://raw.githubusercontent.com/JA-McLean/STOR455/master/data/Pulse.csv")  
StateSAT <- read\_csv("https://raw.githubusercontent.com/JA-McLean/STOR455/master/data/StateSAT.csv")  
  
source("https://raw.githubusercontent.com/JA-McLean/STOR455/master/scripts/ShowSubsets.R")  
source("https://raw.githubusercontent.com/JA-McLean/STOR455/master/scripts/anova455.R")

\*Is there a sig dif bt a model with these extra predictors compared to something smaller? **Comparing Two Regression Lines (with a multiple regression)** - dhould reg be considered the same? - The interaction terms - can interact slope and intercept depending on values

**Multiple regression model** - We had anova, but is there someone inbetween? - That’s th enested test! - Instead of comparing to anull, we compare to a subset of the model - and that subset is the base point - ANOVA looks at how much more is explained to a horizontal line - NOw a nested test is comparing the model to a different model

**Nested Models** - Definition: If all of the predictors in Model A are also in a bigger Model B, we say that Model A is nested in Model B. - Example: 𝐴𝑐𝑡𝑖𝑣𝑒=𝛽\_0+𝛽\_1 𝑅𝑒𝑠𝑡+ 𝜀 is nested in - 𝐴𝑐𝑡𝑖𝑣𝑒=𝛽\_0+𝛽\_1 𝑅𝑒𝑠𝑡+\_2 𝑆𝑒𝑥+\_3 𝑅𝑒𝑠𝑡∗𝑆𝑒𝑥+𝜀 - Test for Nested Models: - Do we really need the extra terms in Model B? - i.e. How much do they “add” to Model A?

**Nested F-test** - Want to see how much variability is explained by adding these new values Basic idea: 1. Find how much “extra” variability is explained when the “new” terms being tested are added. 2. Divide by the number of new terms to get a mean square for the new part of the model. 3. Divide this mean square by the MSE for the “full” model to get an F-statistic. 4. Compare to an F-distribution to find a p-value.

**Nested F-test** Test: Ho: Bi=0 for a “subset” of predictors Ha: Bi != 0 for some predictors in the subset - F = ((SSModelFull - SSModelReduced)/# Predictors)/MSEFull - F = ((Explained by Full model - Explained by reduced model)/predictors tested in Ho)/ based on full model - Compared to a f distribution

**Nested F-test** 𝐴𝑐𝑡𝑖𝑣𝑒 =𝛽\_0+𝛽1𝑅𝑒𝑠𝑡+B\_2 𝑆𝑒𝑥+ B3𝑅𝑒𝑠𝑡𝑆𝑒𝑥 +𝜀 H0: β2=β3=0 Ha: Some βi≠0 -Compare mean square for the “extra” variability to the mean square error for the full model.

**Nested F-test Code Example**

modelPint=lm(Active~Rest+Sex+Rest\*Sex, data=Pulse) # Total model;   
# Predict active heart rate by resting rate, sex and the interaction bt rest and sex   
# including the interaction term makes sure that we don't assume that rest and sex have the same slope and intercept   
summary(modelPint)

##   
## Call:  
## lm(formula = Active ~ Rest + Sex + Rest \* Sex, data = Pulse)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -32.822 -9.251 -2.893 6.784 67.396   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) 9.43987 7.47902 1.262 0.208   
## Rest 1.14319 0.11264 10.149 <2e-16 \*\*\*  
## Sex -0.28717 10.22830 -0.028 0.978   
## Rest:Sex 0.03907 0.15130 0.258 0.796   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 14.17 on 371 degrees of freedom  
## Multiple R-squared: 0.4056, Adjusted R-squared: 0.4008   
## F-statistic: 84.37 on 3 and 371 DF, p-value: < 2.2e-16

# If we want to test to see if adding sex to see if the slope adn itnercept are different, we want to comapre to one without sex and the interaction   
modelP\_Reduced = lm(Active~Rest, data=Pulse)  
  
# This compares the two models to tell us if the interaction and sex term are significant in our model   
anova(modelP\_Reduced, modelPint)

## Analysis of Variance Table  
##   
## Model 1: Active ~ Rest  
## Model 2: Active ~ Rest + Sex + Rest \* Sex  
## Res.Df RSS Df Sum of Sq F Pr(>F)  
## 1 373 75050   
## 2 371 74538 2 512.14 1.2746 0.2808

# How much extra variability is expalined? Its the difference int eh sum of squares; if that's a big differene, a higher SSqures is better? Yes

# This tells us, individually, if the predictors are significant in our model  
anova455(modelPint)

## ANOVA Table  
## Model: Active ~ Rest + Sex + Rest \* Sex   
##   
## Df Sum Sq Mean Sq F value P(>F)   
## Model 3 50854 16951.5 84.373 < 2.2e-16 \*\*\*  
## Error 371 74538 200.9   
## Total 374 125392   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

anova455(modelP\_Reduced)

## ANOVA Table  
## Model: Active ~ Rest   
##   
## Df Sum Sq Mean Sq F value P(>F)   
## Model 1 50342 50342 250.2 < 2.2e-16 \*\*\*  
## Error 373 75050 201   
## Total 374 125392   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

# The resting term has a sig relationship   
# The itneraciton model, its at 50854 and the other model is 50342  
# Subbing these gives us the additional variability exampled;  
  
# That's SSDif that is below

SS\_diff = anova455(modelPint)[1,2] - anova455(modelP\_Reduced)[1,2]  
SS\_diff # The additional variability explained

## [1] 512.1413

# that's where the 512 is coming from in teh table above, the difference in teh sum of squares  
  
MS\_diff = SS\_diff/(anova455(modelPint)[1,1] - anova455(modelP\_Reduced)[1,1])  
MS\_diff # Means squared difference

## [1] 256.0706

# Divide SS\_dif by the difference in predictors of the model   
# WE want to see what the differences are in teh df   
# 3 - 1 = 2   
  
F\_diff = MS\_diff/anova455(modelPint)[2,3]  
F\_diff # The F value difference

## [1] 1.274553

library(sjPlot)

## Warning: package 'sjPlot' was built under R version 4.1.2

## #refugeeswelcome

dist\_f(f = F\_diff,   
 deg.f1 = anova455(modelPint)[1,1] - anova455(modelP\_Reduced)[1,1],   
 deg.f2 = anova455(modelPint)[2,2],  
 )

![](data:image/png;base64,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)

# The area under the curve is a pvalue   
# Plots teh f distribution to see graphically how extreme it is   
# We need to tell it the difference of the predictors and the df of the error term (that's what the deg.f1 and f2 are)  
# This graph will vary depending onthe degrees of freedom   
# WE see that the 1.28 is around the p value of 0.28;   
# we would expect ot seet his variation about 28% of the time if there was no useful ness of adding things into the model   
# WE need an f test stat up to 3 to show sig results   
# This tells us that its not beneficial to add these terms to our model bcuase we don't see a stat sig dif bet the two models (using sex to predcit active heart rate)

**Example: State SAT Scores** Source: Statistical Sleuth, Case 12.1 pg. 339  
Response Variable:  
SAT =Average combined SAT Score Potential Predictors:  
Takers = % taking the exam Income = median family income ($100’s) Years = avg. years of study (SS, NS, HU) Public = % public school Expend = spend per student ($100’s) Rank = median class rank of takers

SATModel = lm(SAT~., data=StateSAT[,2:8])  
summary(SATModel)

##   
## Call:  
## lm(formula = SAT ~ ., data = StateSAT[, 2:8])  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -60.046 -6.768 0.972 13.947 46.332   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -94.659109 211.509584 -0.448 0.656731   
## Takers -0.480080 0.693711 -0.692 0.492628   
## Income -0.008195 0.152358 -0.054 0.957353   
## Years 22.610082 6.314577 3.581 0.000866 \*\*\*  
## Public -0.464152 0.579104 -0.802 0.427249   
## Expend 2.212005 0.845972 2.615 0.012263 \*   
## Rank 8.476217 2.107807 4.021 0.000230 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 26.34 on 43 degrees of freedom  
## Multiple R-squared: 0.8787, Adjusted R-squared: 0.8618   
## F-statistic: 51.91 on 6 and 43 DF, p-value: < 2.2e-16

# IF we think about polynomial regression we can make a good model with it   
# We have a few good predicotrs here

**R: Best Subsets for StateSAT**

all = regsubsets(SAT~., data=StateSAT[,2:8])  
ShowSubsets(all)

## Takers Income Years Public Expend Rank Rsq adjRsq Cp  
## 1 ( 1 ) \* 77.42 76.95 34.03  
## 2 ( 1 ) \* \* 84.71 84.05 10.22  
## 3 ( 1 ) \* \* \* 87.11 86.27 3.69  
## 4 ( 1 ) \* \* \* \* 87.71 86.61 3.58  
## 5 ( 1 ) \* \* \* \* \* 87.87 86.49 5.00  
## 6 ( 1 ) \* \* \* \* \* \* 87.87 86.18 7.00

# Tells us the best model is

SATModel1 = lm(SAT ~ Years + Expend + Rank, data = StateSAT)  
SATModel2 = lm(SAT ~ Years + Public + Expend + Rank, data = StateSAT)  
summary(SATModel1)

##   
## Call:  
## lm(formula = SAT ~ Years + Expend + Rank, data = StateSAT)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -64.802 -6.798 2.169 17.525 49.706   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -303.7243 97.8415 -3.104 0.00326 \*\*   
## Years 26.0952 5.3894 4.842 1.49e-05 \*\*\*  
## Expend 1.8609 0.6351 2.930 0.00526 \*\*   
## Rank 9.8258 0.5987 16.412 < 2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 26.25 on 46 degrees of freedom  
## Multiple R-squared: 0.8711, Adjusted R-squared: 0.8627   
## F-statistic: 103.6 on 3 and 46 DF, p-value: < 2.2e-16

summary(SATModel2)

##   
## Call:  
## lm(formula = SAT ~ Years + Public + Expend + Rank, data = StateSAT)  
##   
## Residuals:  
## Min 1Q Median 3Q Max   
## -64.931 -5.471 1.932 14.980 43.280   
##   
## Coefficients:  
## Estimate Std. Error t value Pr(>|t|)   
## (Intercept) -204.5982 117.6871 -1.738 0.088963 .   
## Years 21.8905 6.0372 3.626 0.000731 \*\*\*  
## Public -0.6638 0.4500 -1.475 0.147154   
## Expend 2.2416 0.6782 3.305 0.001868 \*\*   
## Rank 10.0032 0.6033 16.581 < 2e-16 \*\*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1  
##   
## Residual standard error: 25.93 on 45 degrees of freedom  
## Multiple R-squared: 0.8771, Adjusted R-squared: 0.8661   
## F-statistic: 80.25 on 4 and 45 DF, p-value: < 2.2e-16

# Null: Added coefficients for the added predictors are equal to zero   
# Alternative: At least 1 is nonzero   
# tehre is only 1 added predictor; we are testing that public = 0 vs the alternative that it is nonzero

# Nested test on the things   
# This tells us the same pvaule resut  
# Doing a nested test for the difference with one term in our model is the same as doing those individual tests for slope   
##IMPORTANT ABOVE  
# The below anova is less useful with one term at a time, but it's pretty useful if judgeing multiple terms at a time   
anova(SATModel1, SATModel2)

## Analysis of Variance Table  
##   
## Model 1: SAT ~ Years + Expend + Rank  
## Model 2: SAT ~ Years + Public + Expend + Rank  
## Res.Df RSS Df Sum of Sq F Pr(>F)  
## 1 46 31708   
## 2 45 30246 1 1462.5 2.1759 0.1472

**Model Selection with Categorical and Interaction Predictors** Use each of the four model selection methods discussed in class (AllSubsets, Backwards, Forwards, and Stepwise) and compare the processes and outcomes for the predictor pool: Rest, Exercise, Hgt, Wgt, Rest & Exercise, Hgt & Exercise, and Wgt & Exercise

* WE saw in teh past that the regsubsets method wasn’t the best becuase it included things that weren’t as useful
* it picked a chose levels of things when we wanted all of the levels or none of the levels; and it also liked to pick and choose certain interaction terms, some of which were not included in the model
* If you want to include an interaction term, you have to have both terms already in the model

# THis is setting things up  
Full=lm(Active~Rest+Hgt+Wgt+factor(Exercise)+Rest\*factor(Exercise)+ Hgt\*factor(Exercise) + Wgt\*factor(Exercise), data=Pulse)  
none=lm(Active~1,data=Pulse)  
MSE=(summary(Full)$sigma)^2

#Backwards selection  
back\_mod = step(Full,scale=MSE, trace=FALSE)  
back\_mod

##   
## Call:  
## lm(formula = Active ~ Rest + Hgt + Wgt + factor(Exercise) + Hgt:factor(Exercise),   
## data = Pulse)  
##   
## Coefficients:  
## (Intercept) Rest Hgt   
## 84.97301 1.13968 -1.33728   
## Wgt factor(Exercise)2 factor(Exercise)3   
## 0.10212 -4.19657 -70.52397   
## Hgt:factor(Exercise)2 Hgt:factor(Exercise)3   
## 0.09612 1.02785

# Forward selection  
forward\_mod = step(none,scope=list(upper=Full), scale=MSE,direction="forward", trace=FALSE)  
forward\_mod

##   
## Call:  
## lm(formula = Active ~ Rest, data = Pulse)  
##   
## Coefficients:  
## (Intercept) Rest   
## 8.153 1.180

# Stepwise selection  
step\_mod = step(none,scope=list(upper=Full),scale=MSE, trace=FALSE)  
step\_mod

##   
## Call:  
## lm(formula = Active ~ Rest, data = Pulse)  
##   
## Coefficients:  
## (Intercept) Rest   
## 8.153 1.180

# Comaring the nested backwards selection model to the stepwise selection method  
# IF we look at the nested test values of these   
# Ho: At there is no difference between the models   
# Ha: At least one variable is non zero   
# Do we have sig evidence that at least one of these predictors coefficient is non zero?   
anova(back\_mod, step\_mod)

## Analysis of Variance Table  
##   
## Model 1: Active ~ Rest + Hgt + Wgt + factor(Exercise) + Hgt:factor(Exercise)  
## Model 2: Active ~ Rest  
## Res.Df RSS Df Sum of Sq F Pr(>F)   
## 1 367 71441   
## 2 373 75050 -6 -3608.9 3.0899 0.005788 \*\*  
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

# There are 6 predictors different from the two   
# The factor exercise has 2 additional dummy variables and the interactio nhas 2 addiitonal variables   
# is the coeff for these 6 extra terms equal to zero or evidence that non zero   
# Small pvalue, evidence that at least 1 is non zero   
# mallow Cps may not fit for this model, we might have a lower mallow Cp for rest, it slooks like its a sig imporvement ot add these different criteria to it   
  
#It is an addiitonal tool to build a bigger model